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• Recent time series data tend to be very high-dimensional and high-frequency.

• Due to heavy computation, many studies have been conducted on the dimension

reduction method to efficiently handle classification and clustering.

e.g.  DFT(discrete fourier transformation), DWT(discrete wavelet transformation),

PAA(Piecewise aggregate approximation).
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PAA(Piecewise aggregate approximation)(Keogh, 2001).

Figure 1.1.

▪ PAA is one of the ways to 

reduce time series dimensions.

▪ Divide into segments of the same size(blocks) 

and average each segment.

▪ Development: SAX

(symbolic aggregate approximation)
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SAX(Symbolic aggregate approximation)(Lin, 2007).

▪ A method of converting to discrete symbolic data after dimension reduction through PAA.

Features Limitations

Dimension reduction effect.

Apply to discrete data.

e.g. text processing, Bioinformatics

Performance depends on the number of 

segments(w) which determined by the user. 

(not data adaptive)

There is tradeoff according to w.

(cf. Figure 1.1.)
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DUHT(Discrete Unbalanced Haar Wavelet Transformation)(Fryzlewicz, 2007).

▪ A method of calculate local mean depending on the data to approximate the time series.

Features

The number of segments is not required and each segment has a different size. 

The performance of classification and clustering is improved by 

reducing information loss compared to the existing method.

(Dimension reduction works well). (cf. Figure 1.1.)

Possible to improve the performance of SAX.
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SAX Procedure

1. Normalize the time series with different offsets and amplitude.

2. Apply PAA transformation

2-1. Divide the time series of length n into w equal-sized segments. (local mean)

𝑋 = {𝑋1, ⋯ , 𝑋𝑛} to ത𝑋 = {𝑋1, ⋯ , 𝑋w}

2-2. Convert into symbolic data.

a is the number of symbolic, and find breakpoints β which divide the symbol areas.    

𝑃 β𝑗 ≤ 𝑋 < β𝑗+1 =
1

𝑎
,  𝑋 ∼ 𝑁 0,1
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Method

3. Let 𝑎𝑗 , 𝑗 = 1,⋯ , 𝑎 symbol for a.

4. If 𝛽𝑗 ≤ ഥ𝑋𝑖 < 𝛽𝑗+1, ෡𝑋𝑖 = 𝑎𝑗

The clustering of SAX is calculated by the 

distance measure MINDIST.

Figure 2.1.

a=3, discrete symbol = {c,a,a,a,b,b,c,b}
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Method

DUHT Procedure

Unbalanced Haar vector: 𝜓𝑠,𝑏,𝑒 (orthnormal basis).

𝜓𝑠,𝑏,𝑒 𝑙 =
1

𝑏 − 𝑠 + 1
−

1

𝑒 − 𝑠 + 1

1
2

1 𝑠≤ 𝑙≤ 𝑏 −
1

𝑒 − 𝑏
−

1

𝑒 − 𝑠 + 1

1
2

1 𝑏+1≤ 𝑙≤ 𝑒 .

Where s: start point( ≥1),  b: break point , e: end point (≥n)

1. s0,1 = 1, e0,1 = n

2. First break point, 𝑏 0,1 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑏 𝑋,ψ 𝑠0,1,𝑏,𝑒0,1

3. Then, ψ0,1 = ψ 𝑠0,1,𝑏0,1,𝑒0,1

4. Repeat until no more vectors are generated. (generally, ψ𝑗,𝑘 = ψ 𝑠𝑗,𝑘,𝑏𝑗,𝑘,𝑒𝑗,𝑘
)

Define unbalanced Haar coefficient, 𝑑 𝑗,𝑘 = 𝑋,ψ𝑗,𝑘

Time series X, 𝑋𝑖 = σ𝑗,𝑘 𝑑𝑗,𝑘ψ
𝑗,𝑘 𝑖 , 𝑖 = 1,⋯ , 𝑛 (orthonormality)
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DUHT Procedure

𝑋𝑠𝑗,𝑘,𝑒𝑗,𝑘 =
1

𝑒𝑗,𝑘 − 𝑠𝑗,𝑘 + 1
෍

i=sj,k

𝑒𝑗,𝑘

Xi → 𝑋𝑠𝑗,𝑘,𝑒𝑗,𝑘 = ෍

{𝑗′<𝑗,𝑘}

𝑑𝑗′,𝑘′𝜓
𝑗′,𝑘 𝑖 , 𝑖 = 𝑠𝑗,𝑘 , ⋯ , 𝑒𝑗,𝑘 𝑏𝑦 𝑈𝐻𝑇 .

Method

DUHT decomposes time series in finer and finer regimes of changes in local mean level.

This transformation seems to be the one among available methods that leads to simplest structure 

of inter-arrivals and jumps from zero of the series of changes in mean levels(Baek and Pipiras, 2009).

Why DUHT? 
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Small DUHT coefficient, 𝑑 𝑗,𝑘 can be interpreted as noise. 

• Remove small 𝑑 𝑗,𝑘 . by hard thresholding , 𝑑 𝑗,𝑘 → ሚ𝑑𝑗,𝑘 , 𝑋𝑖 → ෩𝑋𝑖

To prevent imbalance,

• Set p, max{
ψ𝑗,𝑘 +

ψ𝑗,𝑘 ,
ψ𝑗,𝑘 −

ψ𝑗,𝑘 } ≤ 𝑝, 𝑝 ∈ [
1

2
, 1)

Let ψ𝑗,𝑘 , ψ𝑗,𝑘 +
and ψ𝑗,𝑘 −

denote the number of non-zero, positive and 

negative components of vector ψ𝑗,𝑘, respectively. 
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Method

SAX based on DUHT Procedure
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SAX based on DUHT Procedure

Method

Time series points belonging to the same segment will have the same constant value.

෩𝑋𝑖 = 𝑎𝑗 → ഥXi = 𝑎𝑗 , 𝑗 = 1,⋯ ,𝑤.

Discretization is performed in the same way as page 8, number 3. 

Now we get discrete symbol, ෡𝑿 = ෢𝑿𝟏, ⋯ , ෢𝑿𝒘 .
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Compare two transformed time series, ෠𝑄 = {෢𝑄1, ⋯ , ෢𝑄𝑤𝑞
} , ෠C = {෢C1, ⋯ , ෢Cwc

}

1) Different break points

2) Different length.

→ Hard to compute distance.

Solve this problem by define the union set of break points.

e.g. ෠𝑄 = {a,b,c,d} , break points = {5, 10, 20}

෠C = {a,b,c,b,e}, break points = {5, 10, 15, 20}

Find ෢𝑄𝑑 = {a,b,c,c,d} (duplicate) and compare it with ෢𝐶𝑑 .

Method
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Classification

28 datasets from UCR archives.

Classification error, Figure 4.1.

Compression ratio, Figure 4.2. 

(Euclidean :1)

Simulation
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Simulation

Hierarchical Clustering

UCR archives Contro Chart

Level: Normal, cyclic, trend

Method: Proposed Method, SAX, Euclidean distance
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Summary

1.  DUHT needs more calculation than PAA, but remove the ambiguity of setting w 

and set w depending on the data.

2.  Dimensions are effectively reduced 

while preserving important pattern information by dividing into segments of different sizes.

Future study 

1. p selection problem. If the break point is too close to the start and end points, the number of data 

is insufficient to find a point of change.

2. a(the number of letters) selection problem.

3. Change thresholding method.

Conclusion
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